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ABSTRACT 

Aubrey, D.G. and Ross, R.M., 1985. The quantitative description of beach cycles. Mar. 
Geol., 69: 155-170. 

A quantitative method is developed to describe sequential changes in beach profile 
morphology. Dominant cycles in temporal eigenfunctions (computed by empirical eigen· 
function analysis and rotary component analysis) are defined and used to construct a 
sequence of profiles representing the energetic portions of beach cycles. Five sets of 
beach profile data from Torrey Pines Beach in southern California were analyzed with 
these techniques. Because the first and second eigenfunctions account for between 65 and 
90% of the variability of the data, the beach profiles are accurately described with only 
these two variables and the mean profile. Using rotary component analysis, beach changes 
represented by the two dominant eigenfunctions can be separated into many elliptical 
components, each representing a particular frequency associated with cycles in beach 
state. Profiles are reconstructed ·using points from the perimeter (latera recta) of these 
beach state ellipses. 

A frequency of 1 cpy is the most energetic frequency in the first and second eigen
functions, corresponding'to the cyclic onshore-offshore sediment movement associated 
with "bar" and "berm" profiles. Profiles constructed from points on the elliptical path 
associated with annual cycles graphically depict the sequential development of bar and 
berm during the beach cycle. Beach cycles corresponding to a frequency of 2 cpy are 
also significant, primarily due to the energy of the second eigenfunction. No other 
frequencies are consistently found to be as significant as the annual and semi-annual 
cycles at this beach. In particular, monthly beach cycles have little energy associated with 
them. 

The method described provides a uniform way to objectively discriminate energetic 
beach cycles, and yields a concise representation for beach modeling and prediction. It 
should be a valuable tool for uniform, quantitative intercomparison of beaches and beach 
cycles. 

INTRODUCTION 

Detailed knowledge of beach cycles is necessary for proper management 
of coastal resources, particularly in light of widespread coastal retreat. 
Previous models of sequential beach change have been mostly qualitative. 
Shepard (1950) performed some of the first detailed analyses of beach 
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cycles, using observations from southern California. Sonu and Van Beek 
(1971) were among the first to postulate that morphological changes in beach 
profiles are a function of the pre-existing morphology, implying an ordered 
sequence of change. They developed a model, derived from analysis of one
half year of semidiurnal beach profile data measured on the Outer' Banks, 
North Carolina, that predicted beach profile shape based on pre-existing 
sediment storage, beach width, and surface configuration. 

Wright et al. (1979) proposed a qualitative model of systematic beach 
changes related to surf-zone dynamics, based on studies of Australian beaches. 
Short (1979) presented a three-dimensional descriptive model of beach- and 
surf-zone morphodynamic states, based also on field data from the Australian 
coast. Each state is associated with a level of breaker-wave power. 

Wayland (1983) examined profile changes due to seasonality, storm 
cycles, and tides for one year of beach profile data from Duck, North 
Carolina. He plotted the first versus the second, and the third versus the 
fourth temporal eigenfunctions (computed with empirical eigenfunction 
analysis) and joined each successive profile survey. Wayland was able to 
identify the intervals of maximum profile change and match these to storm 
events that had occurred during the interval between profile data collection. 
In order to better understand the sediment movement associated with 
discrete points on the Cartesian plots, he reconstructed profiles representing 
points from each of the 4 quadrants for both eigenfunction 1 versus eigen
function 2, and eigenfunction 3 versus eigenfunction 4. He concurred with 
Sonu and Van Beek (1971) that pre-existing morphology is an important 
factor in controlling subsequent profile changes. 

Although this type of study has shown that the length and direction of 
vectors in "eigenspace" clarify the systematic changes of beach profiles, 
no one has attempted to construct a mean seasonal path through profile 
eigenspace. One could pick representative points from this mean path and 
quantitatively construct a sequence of beach profiles analogous to those 
determined by previous investigators. Such a sequence was the focus of this 
study, designed to quantitatively identify dominant cycles in beach develop
ment. Results described in this study are presented in more detail in Ross 
(1983). 

Profiles were measured at Torrey Pines Beach, California, about 3 km 
north of Scripps Institution of Oceanography (Fig.1). The site is a 3 km 
long relatively straight sandy beach with simple nearshore bathymetry. 
Monthly data is available in two 5-year sets of profiles (from Indian Canyon 
Range and South Range) which extend from the backshore out to about 
10m below mean sea level, acquired from June 1972 to November 1977. 
Weekly data is available from Indian Canyon, North, and South Ranges 
from December 1975 to January 1977 (Aubrey, 1978), and includes a 
mixture of onshore/offshore and solely onshore profiles. Survey techniques 
are described in Aubrey (1979). 
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Fig.l. Map showing location of Torrey Pines Beach arid the major rangelines (after 
Nordstrom and Inman, 1975). 

METHODS 

Empirical eigenfunction analysis (principal component analysis) was used 
to transform beach profile data, which is a set of intercorrelated variables, 
into a set of statistically independent variables. The new variables are linear 
combinations of the original variables, but are mutually orthogonal (uncorre
lated). Eigenanalysis separates the temporal and spatial dependence of the 
data, representing data as a linear combination of products of corresponding 
functions of time and space. 

There are many orthogonal functions that could be generated from any 
data set, but empirical eigenfunctions are most appropriate for this type of 
study. Other orthogonal expansions (e.g., Fourier series) impose a functional 

cl form (such as a sinusoid - chosen a priori) on the data. Eigenfunction 
analysis provides the most efficient method of representing the data, since 

-~ the first n terms in the series explain more of the data variability than the first 
n terms in any other expansion. Removing the lower-ranked eigenfunctions, 
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which are presently physically uninterpretable, statistically insignificant, and 
have negligible impact on the beach profile, in a sense removes the "noise" 
(less predictable part of the data) from the data set (see Overland and 
Preisendorfer, 1982). 

We represent the height of the profile as: 

(1) 
n=l 

-
where hxt is the height of the profile at point x and time t, hx is the mean 
profile height at point x, Cnt are the temporal eigenfunctions, and enx are the 
spatial eigenfunctions. N is the number of eigenfunctions in the series. 

The en are eigenfunctions (eigenvectors) computed from the spatial co
variance matrix A: 

1 
A = - (HHT) (n n ) n n x• x 

X t . 
(2) 

where superscript T is the transpose operator, nx equals the number of 
spatial points per profile, nt is the number of profi!_es, and H is formed of 
the profile data elements hxt minus the profile mean hx. 

Rather than covariance matrices, Winant et al. (1975) and Aubrey (1979) 
use sum of square and cross products matrices (SSCP) in which the mean 
has not been removed from the data. Be~ause of this, their 1st eigenfunction 
is analogous to the mean beach profile h x of this study, and their 2nd, 3rd 
and 4th eigenfunctions are analogous to the 1st, 2nd and 3rd eigenfunctions, 
respectively, used here. 

The Cn are the eigenfunctions computed from the temporal covariance 
matrix B, where: 

The eigenvalues (f..n) and eigenvectors are defined by the equations: 

Anen = Anen 

BnCn = AnCn 

The scaling factors, which have units of length, are defined as: 

an= (f..nnxnt) 112 

(3) 

(4) 

(5) 

(6) 

Although A and B may be of different rank, they will have the same 
non-trivial eigenvalues. Hence, they will have the same number of non-zero 
eigenfunctions, N, equal to the lesser of nx and nt. 

The first two temporal eigenfunctions are plotted against each other in 
Cartesian coordinates (cjCi plots) to examine their dominant cycles of beach 
change. To remove effects of long-term accumulation or loss of sand on the 
beaches studied, a linear trend was removed from each temporal eigenfunction 
before further analysis. 
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Rotary component analysis (Gonella, 1972) is applied to the (c;, ci) vector 
pair to delineate the spectral energy density and associated beach cycles. 
Examples of rotary component analysis as applied to physical oceanographic 
data are presented in Gonella (1972) and Mooers (1970). These references 
may be useful to those unfamiliar with this analytical method. A beach 
cycle will be defined for each frequency with a statistically significant peak. 
Each significant frequency will have a rotary sense defined in the (c;, Cj) 

vector space; this rotary motion will define the sequence of cyclical beach 
change in eigenspace. Beach profiles corresponding to these rotary motions 
(cycles) can then be reconstructed using eqn. (1). The result is a quantita
tive, statistical description of cycles in beach state. To make the data suitable 
for rotary component analysis, the temporal eigenfunctions are interpolated 
so the number of profiles represented is an integral power of 2, and so the 
profiles are uniformly spaced in time (Table 1). An alternative interpolation 
could take place with the original data, before calculating principal compo
nents. The former technique is preferred to avoid altering the original mea
sured data matrix. 

Each frequency for each c,ci plot has a rotary (elliptical) motion indicating 
the dominant cyclical direction of beach change. Given the area of the 
ellipse, its eccentricity, its orientation with respect to the axes, and its center 
(the mean value of the eigenfunctions), one can define the ellipse and its 
position in (ci, Cj) vector space. These quantities can be derived through 
partitioning of the mean energy into energy associated with clockwise and 
counterclockwise motion on the ellipse. The dominant of the two energies 
governs the sign of the angular frequency, the direction of motion in eigen
space. 

For a two-dimensional vector field, one defines a complex vec~or: 

where: 

i =..;=I 

TABLE 1 

Five profile sequences for Torrey Pines Beach, California 

Profile Original no. No. after - Interval of 
of profiles interpolation · measurements 

Indian Canyon 62 64 6/72-11/77 
Range 
South Range 62 64 6/72-l'J./77 
Indian Canyon 39 32 12/75.-1/77 
Range 
South Range 55 64 12/75~1/77 
North Range 55 64 12/75-1/77 

Time interval between 
interpolated profiles 

30.44 days 

30.44 days 
13.31 days 

6.68 days 
6.68 days 
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These can be transformed in a Fourier sense: 

T 

Cw = t s c(t) e-iwtdt = lew I eiOw 

0 

where T is the record duration. Cw yields the amplitude lew I and phase(} w t 
for both positive (anticlockwise) and negative (clockwise) frequencies. The 
total spectrum is: 

St = S_ + S+ =% {Pc. + Pc.} 
' 1 

Where S_ is the clockwise spectrum, S+ is the anticlockwise spectrum, P is 
the cospectrum, and Q is the quadrature spectrum. 

1 s_ =<c.:_ c_)/2 = 8 {Pq + Pcj- 2QCjCj} 

1 
S+ = <c: c+>/2 = 8 {Pc; + Pci + 2Qc;c) 

where the brackets ( < >) represent ensemble (or piece-wise) averages. The 
rotary coefficient: 

(-2Qc·c·) 
R = (S_ -S+)f(St) = (Pc. + ;;) 

' 1 

defines the rotary extent; it is one for pure rotary motion and zero for uni
directional motion. It is related to the ellipticity, e, by: 

R = 1-e 

the orientation of the major axis of the ellipse is: 

(}+ + (}_ 1(2Pcici) l 
(} = 2 + krr = tan-I ~Pci- Pci·~ 

The stability of the ellipse can also be defined, with confidence limits 
identical to that for coherence (Gonella, 1972). 

The total spectrum, St, determines the significant frequencies in each 
c,9 plot. Because we calculate the spectrum of a normalized eigenvector, 
the total energies of the two eigenvectors will be the same; however, a rela
tive peak in the mean energy caused by a lower-ranked eigenfunction will be 
relatively less important to the morphology of the beach profile than a 
similar size peak caused by a higher-ranked eigenfunction. This is because 
of the lower magnitude of the eigenvalue associated with the lower ranked 
eigenfunction, which is a factor in the formula for profile reconstruction 
[eqn. (1)]. Because the temporal eigenfunctions have been demeaned and 
interpolated, they are no longer exactly normalized nor orthogonal to each 
other. Points chosen from the ellipse (the endpoints of the major and minor 
axes and the endpoints of the latera recta) define reconstructed profiles 
[ eqn. ( 1)] , representing the beach cycle for a particular frequency. 
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RESULTS AND DISCUSSION 

The first three spatial eigenfunctions have similar shapes for all five data 
sets (Figs.2 and 3). The first spatial eigenfunction shows a maximum near 
the shore and minimum offshore. The second spatial function has a broad 
maximum over the zero-crossing of the first eigenfunction. The third has 
maxima and minima in the same areas of maxima and minima of the first 
two eigenfunctions. 

The first temporal eigenfunction shows a periodicity of about 1 year, 
re-presenting seasonal onshore/offshore movement of sediment. The time 
dependence of the second eigenfunction is more complicated, consisting of a 
weak seasonality with superimposed higher-frequency changes. The second 
temporal eigenfunction describes how the beach oscillates between a berm 
and a bar profile, because the first eigenfunction, a standing wave, cannot 
describe the progressive motion of the sand (Aubrey, 1979). Spectral eigen
analysis (e.g., Brillinger, 1981) would improve the description of onshore
offshore sediment exchange. 

Because the first and second eigenfunctions account for a large percentage 
(between 65 and 90%) of the variability of the data (Table 2), the beach 
profiles are approximated by these two variables and the mean profile. As a 
result, rotary component analysis is applied only for the pairing of the first 
and second temporal eigenfunctions. Tests of statistical confidence levels 
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Fig.2. Spatial and temporal eigenfunctions for South Range over the period June 1972-
November 1977. Units for temporal eigenfunctions are elapsed time, in months. 
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Fig.3. The spatial and temporal eigenfunctions for South Range over the period December 
1975-January 1977. Units of temporal eigenfunctions are elapsed time, in weeks. 

TABLE 2 

Percentage of the mean square deviation explained by the first three eigenfunctions 

Eigenfunction No. Indian Canyon South Range North Range 

One-year 1 76.4 70.7 74.6 
data sets 2 14.6 14.6 12.7 

3 4.4 5.2 4.2 

Total MSV 95.4 90.5 91.5 

Five-year 1 42.1 46.2 
data sets 2 24.3 19.6 

3 11.4 12.4 

Total MSV 77.8 78.2 

(Preisendorfer et aL, 1981) indicate that the first and second eigenvectors are 
significantly different from noise. 

The first and second temporal eigenfunctions (with a linear temporal trend 
removed) were plotted against each other, component versus component, to 
examine patterns in their change. Clusters of points should indicate a profile 
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near equilibrium (a favorable beach state), while long line segments connect
ing the clusters would signify less frequent, large changes in a profile, perhaps 
due to a sudden change in wave activity. The month corresponding to each 
data point is plotted to determine if there are characteristic eigenfunction 
pairs associated with certain periods of the year (Figs.4 and 5 ). 

Points representing profiles from the months of August through December 
(8-12) are consistently found in quadrants I and IV (positive c1 ). These 
months are generally associated with the buildup then erosion of a berm 
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Fig.4.(a) Temporal eigenfunction 1 plotted against temporal eigenfunction 2 for South 
Range for the period June 1972-November 1977. (b) Temporal eigenfunction 1 plotted 
against temporal eigenfunction 2 for South Range for the period June 6, 1972-January 
22, 1974 (using data for June 1972-November 1977). (c) Temporal eigenfunction 1 
plotted against temporal eigenfunction 2 for South Range for the period January 22, 
1974-March 4, 1976. (d) Temporal eigenfunction 1 plotted against temporal eigenfunc
tion 2 for South Range for the period March 4, 1976-November 9, 1977. 
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Fig.5.(a) Temporal eigen{unction 1 plotted against temporal eigenfunction 2 for South 
Range for the period December 1975-January 1977. (b) Temporal eigenfunction 1 
plotted against temporal eigenfunction 2 for South Range for the period December 1, 
1975-April 28, 1976 (using data set for December 1975-January 1977). (c) Temporal 
eigenfunction 1 plotted against temporal eigenfunction 2 for South Range for the period 
April 28, 1976-Dctober 7, 1976. (d) Temporal eigenfunction 1 plotted against tem
poral eigenfunction 2 for South Range f.or the period October 7, 1976-January 26, 
1977. 

profile in southern California (Aubrey et al., 1980). The months February 
through June (2---6) are generally located in quadrants II and III (negative 
ct), and are the months often associated with disappearance then formation 
of a berm profile. January and July are times of transition in the profile 
from berm-to-bar and bar-to-berm. 

Rotary motion is observable on plots of c1 vs. c2 • This motion, complex in 
frequency, can be separated into many elliptical components, each representing 
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a particular frequency associated with the temporal eigenfunctions. Rotary 
component analysis shows a frequency of about one cpy contained approxi
mately an order of magnitude more energy than any other frequency (be
tween 50 and 60% of the total energy; Fig.6). Most of this energy is attribut-

r able to the one-year periodicity of the first eigenfunction. A half-year cycle 
is also significant in the five year data set, but has less relative energy (be
tween 6 and 20% of the total energy). Mean elliptical paths are defined by 
rotary components for both annual and semi-annual frequencies. Sequential 
sets of profiles are constructed for each frequency by substituting points 
from the perimeter of the ellipses into eqn. (1), for N = 2. 

. 
"' 

Results from the two five-year data sets clearly demonstrate the one-year 
cycle of sediment transport from offshore bar to onshore berm (Figs.7 and 
8). Each beach profile sequence is associated with an ellipse of large eccen
tricity (ellipticity of about 0.6, average) and slightly positive slope of the 
major axis (Fig. 7). Because of this, the cycle is dominantly affected by c1 

values, which oscillate between positive and negative; the role of c2 , which 
should theoretically control the oscillation between bar and berm profiles, 
has a fairly limited range of near-zero values and plays a smaller role in 
determining the beach profile shape. In agreement with the original c 1c2 

plots, the "berm" profiles are associated with positive c1 (and generally 
positive c2 ; quadrant I). The "bar" profile is associated with negative c1 

(and negative~; quadrant III). 
As an example, the sequence from South Range (Fig.8a, approximately 

an October profile) shows a well-developed berm and shallow offshore 
trough. Gradually, as sediment moves offshore due to winter wave condi
tions, the berm disappears and the trough gets smaller (Fig.8b, approxi
mately January). As the sediment continues to move offshore, the area of 
the former berm becomes a shallow beach face and a small bar develops 
offshore. The beach face takes on its smallest slope in Fig.8c (approxim
ately April). Afterwards, sediment begins moving onshore, a small berm 
reappears, and the bar moves shoreward (Fig.8d, approximately July). 

SOUTH RANGE 

Frequency (cpy) 

Fig.6. Spectral analysis of first and second temporal eigenfunctions for South Range 
for the period of June 1972-November 1977. 
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Fig. 7. End points of major and minor axes and latera recta of mean elliptical path in 
eigenspace- annual beach cycle for South Range for the period June 1972- November 
1977. 

Finally the berm enlarges, the bar moves all the way onshore and a trough 
begins to take its place offshore (approximately September). Changes in the 
onshore profile appear to lag- by a small time change in the offshore profile. 

The ellipse associated with the semi-annual cycle from both Indian Canyon 
and South Range is relatively smaller and has a wider range of c2 values 
relative to c1 values than the ellipse connected with the annual cycle ( ellip
ticity averages 0.12; Figs.9 and 10). The effect of the semi-annual cycle on 
the reconstructed profiles is accordingly greatest over the first pivotal point 
of Aubrey (1979), where ~ is at its maximum. This clearly shows its role 
in controlling the fluctuations between bar and berm profile. 

The one~year data sets also have peak energies around one cpy, although 
poorly resolved. The ellipses associated with this frequency had little ellip
ticity and a slightly negative slope to the c1 axis for all three data sets. Using 
South Range as an example, we see in July a small trough located about 
45 m offshore, and a region with values greater than the mean profile past 
about 55 m offshore. In succeeding profiles, sand moves onshore to fill the 
trough and form a small berm (approximately October), it enlarges the berm 
and decreases the profile heights from 100 m onward, and finally it forms an 
area beyond 75 m with profile elevations less than the mean profile. Sedi
ment begins moving seaward with the coming of winter weather, decreasing 
the size of the berm and continuing to lessen the profile height past about 
55 m (around Janua,ry). Finally, the berm disappears and ~he entire profile 
becomes lower than the mean profile (approximately April). Sediment 
continues to move offshore until the original berm area is a small trough; 
the sand removed from that trough, transported seaward, causes profile ·~ 
elevations past about 7 5 m to be higher than the mean profile elevations. 



--::_..._ -6 -

~-8-
~-10 
f:::: 
~ '-l.J4 
Gj2 

-2 

-6 -

-8 

-10 

(a) 

1st E!genfunction=091 
2nd E!genfunclion=OOB 

(c) 

1sl EtqenfuncltOn=c079 

2nd E!qenfunc/ion=-016 

80 160 240 

50UTH RANG£ 
1st EIGENFUNCTION versus 2nd EIGENFUNCTION 

(b) 

MEAN PROFILE---

320 400 480 

1st Etqenfunclton =010 
2nd Eiqenfunclton=-033 

RECONSTRUCTED PROFILE·· 

(d) 

560 

1st Etqenfunclton = 002 

2nd E!genfunclion=025 

80 160 240 

DISTANCE OFFSHORE (m) 

167 

400 480 560 
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Fig.10. Semi-annual beach cycle for South Range for the period June 1972-November 
1977. Profiles are reconstructed at the endpoints of the major and minor axes in Fig.9. 

The one-year data sets do not have a strong semi-annual beach cycle. 
Spectral analysis also shows relatively little energy associated with a monthly 
(lunar) cycle. 

CONCLUSIONS 

The large percentage of data variability explained by the first and second 
eigenfunctions allows the beach profiles to be accurately reconstructed with 
only these two functions and the mean profile. Plots of the first versus the 
second temporal eigenfunction exhibit complex cyclicity corresponding to 
the sequential change of beach profiles through time. It is possible to repre
sent this cyclicity by assigning a mean rotary motion to each frequency. The 
most energetic frequencies are associated with the largest ellipses and have 
the greatest effect on the cycle of beach profile changes. From the ellipses 
one can reconstruct a series of profiles corresponding to the onshore/offshore 
sediment movement associated with the particular frequency. Ideally, one 
might like to construct a sequence of beach profile changes analogous to 
those described qualitatively by Sonu and Van Beek (1971), Short (1979), 
and Wright et al. (1979). 

Spectral analysis demonstrates a frequency of one cycle per year to be 
the most dominant for all data sets (both five-year and one-year). The 
sequence of reconstructed profiles for this frequency mimics the seasonal ~~ 

onshore/offshore migration of sand. Because of the dominance of this 
frequency, the corresponding profile sequence fairly accurately represents a 
typical beach cycle. ,,·;1 
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A frequency of two cpy in the five-year data sets has the only other 
statistically significant energy peak in the spectral analysis. The semi-annual 
beach cycle has its greatest effect on the area of the beach near the first 
pivotal point of Aubrey (1979). Although ordinarily its effect might be 
partially masked by the annual cycle, the semi-annual cycle clearly plays a 
role in the oscillations between bar and berm profile. 

The processes responsible for these cyclical beach changes are discussed 
in detail in Aubrey (1978) and Aubrey et al. (1980). Beach changes reflect 
the strong annual periodicity in the wave dimate, with a low-amplitude, 
long-period (hence low steepness) wave climate during the late spring, 
summer, and early fall, and a large-amplitude (higher steepness) wave climate 
dominating the remainder of the time. Statistical relationships between 
beach response to incident wave action is well documented; continued work 
is required to improve our understanding of the dynamics of these processes. 

The methods used in this study are a concise way to model and predict 
beach cycles. With little modification they can be applied to three-dimensional 
beaches. A separate empirical eigenfunction analysis and rotary component 
analysis will be necessary to quantify profile cycles on any particular beach. 
However, general models of on-offshore sediment transport can be verified 
through analysis of data from a varied selection of beaches; the method 
provides a uniform standard for intercomparing these beach changes. A more 
exhaustive study with a greater variety of beach profile data should greatly 
increase the understanding of beach cycles. 

Improvements to this methodology include use of spectral eigenfunction 
analysis, to properly describe the propagating wave-like sediment exchange 
between the bar and berm. 
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